Choosing a dialogue system’s modality in order
to minimize user’s workload

Adam Chylek, Lubos Smidl, and Jakub Nedved *

NTIS - New Technologies for Information Society
Faculty of Applied Sciences, University of West Bohemia, Czech Republic
{chylek, smidl,nedvedj}@ntis.zcu.cz

Abstract. The communication during human-machine interaction often
happens only as a secondary task that distract the user’s main focus on
a primary task. In our study, the primary task was driving a vehicle and
the secondary task was an interaction with a dialogue system on a tablet
device using touch and speech. In this paper we present the design and
the analysis of a study that can be used to create an optimal strategy
for a dialogue manager that takes into consideration several metrics.
These include the type of the information we require from the user, the
expected cognitive load on the user, the expected duration of a user’s
response and the expected error rate.
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1 Introduction

Multimodal dialogue systems start to play a role in cooperative robotics in in-
dustry and in interactive systems in our day-to-day lives. They also present a
distraction from some tasks, such as checking your surrounding when walking,
operating industrial machines or driving a car.

We will focus our attention on secondary tasks that require touch or speech
as their input modality. Our motivational use case is filling an electronic journey
log while driving (e.g. logging the arrival at a destination or the offloading of a
cargo). The electronic logging happens via a device with a touchscreen or using
an automatic speech recognition system:.

The driver’s main focus here should, of course, be on the driving, but we also
want to make sure that the log is also filled in a timely manner. This leaves us
with a problem of correctly choosing the types of an input that we want from
the user and the correct modality that won’t distract the user too much and
that also won’t cause too many problems with the actual dialogue (like error
corrections, recognition timeouts, etc.).

* The final authenticated version is available online at https://doi.org/10.1007/978-
3-319-99579-3_12. This work was supported by the FEuropean Re-
gional Development Fund wunder the project Robotics for Industry 4.0

(reg.n0.CZ.02.1.01/0.0/0.0/15_003/0000470).
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Since driving is the primary task in our use case, we have used the ISO 26022
standard [4] for the assessment of the impact of secondary tasks on a driver
of a motor vehicle. This standard provides a lane change task in a simulated
environment, so we can safely test several workload-heavy tasks and later analyse
the recorded data.

The results of the analysis will allow us to create a situation-aware dialogue
system that uses the right modality for the given situation.

2 Related work

Lane change test (also often called lane change task) is commonly used to assess
the effect of visual-manual interaction on the primary task of driving [1,6, 8].
Similarly to us, the authors of [6] have evaluated several different styles of visual
presentations on handheld devices, but a speech interface was not tested.

In [10] a spoken interaction was compared to a visual interaction using ques-
tionnaires. The spoken interaction was preferred by the subjects and their per-
ceived cognitive load was lower in that case. We can further improve these find-
ings by analysing in which situations would the visual interaction be beneficial
and back these findings by changes in a performance on simulated tasks. Other
researchers have focused on incremental dialogue processing [5] that allows the
dialogue system to continually monitor the state of the environment and adjust
the interactions with the user accordingly.

The point of this study is not to decide whether the primary task is influenced
by either of the modalities, as it’s been already shown in e.g. [3, 2] that both of
the modalities do in fact have an impact on the driving. Our goal is to have
the basis for a strategy that could minimize the impact on a cognitive load
individually for different types of input information and different requirements
from the dialogue manager (a duration of the response, an expected error rate).

Related to our concept of a dialogue is also a multimodal system that requires
fusion of both modalities (as opposed to us using only a single modality at a
time). The analysis of modality choices with increasing load was done in [7].
The authors concluded that with increasing difficulty of the tasks users started
to prefer more the multimodal interactions over the unimodal.

3 Experiment design

Our experiment was designed to resemble the motivational example - a simu-
lation of a car and a simulation of a dialogue system on a touchscreen device.

3.1 Hardware and software setup

The hardware part of the setup consisted of a PC, 26” LCD display with speak-
ers, a gaming steering wheel with pedals and an Android tablet for the dialogue
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(a) Software (b) Hardware

Fig. 1: Setup of the experiment.

system (fig. 1b). On the tablet, there was an offline automatic speech recognition
(ASR, based on [9]) system that processed the spoken input on the device itself
and an offline text-to-speech (TTS, [11]) system. The tablet presented to the
user a graphical user interface (GUI, figure 2) for the touch interactions.

The PC was running a simulation program called LCTSim! (fig. 1a) that had
been set up according to the ISO standard (the lane change test). The position of
the vehicle on the track as well as steering wheel angle and speed were recorded
from the simulator at approximately 200 records per second.

The events from a subsystem that handled the secondary task were recorded
separately and they were later merged with the simulation’s log. The following
types of events were used: a task was displayed, a user’s answered, the answer
was correct or incorrect, the task timed out.

3.2 Primary task

We have chosen a lane change test that conforms to the standard ISO 26022.
This test consists of a 3 km three-lane straight road with equally spaced road
signs. These road signs appear every 150 meters and indicate to which lane the
participant should change. At most 18 lane changes were possible and the subject
was expected to finish the scenario and the primary task before the track’s end.
The simulator limited the speed to 60 km/h and the participants were instructed
not to slow down.

3.3 Secondary task

The secondary task was designed to represent an interaction with a dialogue
system. It consisted of inputting several pieces of information one at a time
using the available modalities. We have prepared following templates for the
GUI to test common types of input elements (fig. 2): a short list that fits on a
screen, a long list with a search field, a text input, a date input as a spinner, a
time input as a spinner, a grid of images and a dialogue window with buttons.

! Downloadable from https://isotc.iso.org/livelink/livelink?func=11&0b;jId=11560806
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Several tasks were created based on these templates. These tasks allowed filling
the information using either this GUI or an ASR and will be listed in section 3.4.

For each task, the user would see the objective on the screen as well as hear
the same text synthesized using TTS. In order to mimic real-world conditions,
the users did not have any microphone nor headphones on them. The ASR used
the built-in microphone from the tablet and the TTS used the tablet’s speaker.
Another speaker was connected to the PC and the simulation program emulated
the sound of an engine. The entirety of the test (instructions, tasks, the TTS
and the ASR) was in Czech.

3.4 Scenarios

The experiment was divided into 5 sessions. The participants first had to perform
a training session. They drove on a track without any secondary tasks to get
comfortable with the controls of the vehicle, with the appearance of the signs
and with the primary task of changing lanes when instructed by the sign. They
were instructed that changing the lanes as quickly and accurately as possible
has the highest priority during the rest of the sessions.

The subjects could start the next session at their own discretion. The order of
the lane changes during the second session was different from the previous one.
This session was also without any secondary task. This way we could obtain a
reference drive (we have recorded the participant’s reactions to the signs without
any workload from a secondary task).

The rest of the sessions (3 to 5) continued on the same track (with the
same order of lane changes) but now with secondary tasks that had following
restrictions:

During the third session, the participants were forced to use only the GUI to
fulfil the objective. After the last task was completed the same track was loaded
again from the start and a set of tasks for the fourth session started.

This time the participant had to complete the tasks using only speech. The
ASR had a constrained language model in order to recognize only the options
that were presented (e.g. colours for 1% task, numbers for 2", etc.). After com-
pleting this set of tasks the same track was loaded for the last time.

The choice of the modality for the last set of tasks was up to the users. To
complete the task they could use the GUI or the ASR without any restrictions.
This also meant that when the ASR failed to recognize their commands they
could use the GUI to complete the task and vice versa.

The participant had 20 seconds to perform the given task. Otherwise, the
next task was shown. If an incorrect input was made the subject was notified
and could try again until the task succeeded or timed out.

The tasks were shown always in the same order but with different values to be
filled each time during the test (to mitigate habituation). Throughout the paper,
we will refer to them using their order of appearance. The tasks’ objectives were
as follows:

1. choose a colour from a grid
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input a number into a text field
choose from two buttons
input a date using a text field
choose a picture from thumbnails in a grid
input a time using a text field
choose from a short list of items
choose from three buttons
9. choose from a long list of items with an active search field
10. input a date using system’s date input method (a spinner)
11. choose from a short list of items
12. input a time using system’s native time input method

PN AN

These tasks were designed not only to test all the basic input types on a smart
device but also to test whether the amount of the information that is shown or
that needs to be typed has any effect on the results. This is why a text field, an
image grid, a list of items and buttons are included multiple times. Concretely,
the 1% task was designed as an easier image selection version of task 5. The
text input in the 2" task is an easier version of the tasks 4 and 6. The task 3 is
simpler than the 8" task. The list of items in the 7*" and the 11*" task contained
fewer items than the task 9. Also, the native date and time input methods (10,
11) were supposed to be easier than typing into a text field (4, 6).
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(a) Native date input type (b) Textual input of a date

Fig. 2: Example of different input types used for secondary task.

3.5 Participants

There were 20 participants between 21 and 62 years of age (mean age 32.7,
standard deviation of 9.7 years). All participants were native Czech speakers
familiar with driving a car and using a touchscreen device.

4 Results

For the purpose of our analysis, we chose as a reference a drive through the
track without secondary tasks. It is also possible to create a theoretical “ideal”
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Table 1: The overall statistics for each type of scenario. Mean difference from
a reference pass of each participant and mean duration of a scenario (from the
start until all the tasks of the scenario have been finished).

| modality [touch[ voice [user’s choice‘
mean difference [m]| 1.05 | 0.76 0.73
mean duration [s] {132.3]127.98 123.3

drive based on the position of the signs and a fixed distance needed for a lane
change. The results using these references differed only slightly and after manual
comparison of the results of several sessions, we have concluded that the ideal
reference corresponded with the reality less than the chosen reference drive.

In the following paragraphs, we will have to distinguish two types of positions
on a track. We define the position between the lanes as an offset from the centre
of the middle lane (shortly “offset”) and position on a track length-wise as a
“distance”.

Several metrics will be evaluated to measure the impact of the secondary
tasks on the performance during the primary task. These metrics can later be
used by a dialogue manager to create a strategy based on the expected impact.
A mean of differences between the offset of a reference drive and the drive with
a secondary task (referred to only as a “mean difference”) will be one of the
metrics we assess. The duration of the task (until successfully finished or until it
timed out) was chosen as another metric and finally, the error rate of the answers
is the last metric.

We have included the overall results regarding mean duration and mean
difference for each modality in table 1. We can see that if a simple strategy is
needed we can leave the choice of the modality to the user, as it offers the best
overall performance. But this would require the dialogue that uses this strategy
to have similar composition as our scenarios. Because that would not often be the
case, we will take a closer look at each individual type of a task in the following
sections.

4.1 Comparing mean offset differences

Although the overall results can be interesting on their own, we wanted to analyse
each kind of an input separately. We compared a mean difference for each given
task across all the subjects. These results can be seen in the table 2. The task
numbers refer to the order in which the tasks were shown to the user, as defined
in section 3.4. A smaller difference is better.

From these results, we can see that using only the touch for the interaction
resulted in a bad performance for tasks 3 to 12 (tasks 5 to 10 are significantly
the worst with p < 0.05). This metric clearly does not favour using touch, with
one exception - the 1% task. On one hand, using touch for the first task of
selecting a colour was significantly better (p = 0.1) than using speech. On the
other hand, choosing a more complex image from a grid (task 5) proved to be
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Table 2: Mean offset from the reference drive (in meters) for each task based on
modality. A standard deviation is in the brackets, best performing modality is in
bold and * marks significant difference from the next best performing modality
(p < 0.05).

[task [ 1 [ 2 [ 3 [ 4 [ 5 [ 6 [ 7 8] 9 1011 ]12]
0.51 |1 0.92|0.76 | 0.73 | 0.98 | 0.94 | 0.82 [0.61"| 0.51 | 0.75 | 0.89 | 0.71
(0.36)|(0.83)|(0.68)|(0.50)|(0.97)|(0.95)|(0.50)| (0.52){ (0.34)| (0.51)| (1.06) | (0.63)
0.37(082]0.85]092 (130|129 | 153|127 | 1.10|1.07 | 1.11 | 0.94
(0.30)[(0.57)[(0.65)[(0.45)|(1.17)|(1.00)| (1.15)| (1.54) |(0.82)|(0.90) | (1.33)| (0.42)
user’s| 0.40 | 0.71|0.73 | 0.90 |0.77*|0.67*| 0.89 | 0.78 | 0.61 | 0.59 | 0.95 | 0.82
choice|(0.25)|(0.39)|(0.67)|(0.65)|(0.65)|(0.69)| (0.99)| (0.31)|(0.32)|(0.29)| (0.95) | (0.49)

voice

touch

more demanding. For the possible human-machine interaction we could argue
that the use case would be more often similar to the more complex fifth task
than to the 1%¢ one. From this, we can say that forcing the user to use a touch
interface does not look like a viable strategy for any of the input types.

Leaving the choice of the modality up to the user proved to be marginally
beneficial in 3 tasks and significantly better in 2 tasks. It also never was the
worst performing setup. The types of input had a common theme - short or
simple methods of input.

One might think that the user would willingly choose a modality that causes
fewer problems during the primary task. But we can argue that some of the users
must have chosen a modality that was not optimal - otherwise, the results for the
user’s choice of a modality would be similar to one of the forced modalities. This
was clearly not the case since the spoken input was marginally better in 4 cases
and even significantly better than the rest in 1 case (most of these were input
types that would require a lot of typing or visual searching). We can conclude
that the users can choose a modality that does not always result in the least
amount of cognitive load.

Comparing performance based on the amount of information presented (as
discussed in section 3.4) for the inputs of the same type we can see that presenting
fewer information results in better performance. The same goes for typing, as
inputs that required more typing increased the mean difference.

4.2 Comparing task duration

We will now focus on another important aspect of an input in the secondary
task - its duration. The results for each run are in table 3 (shorter duration is
better). Here we can see an interesting difference from the previous metric: using
the touch interface is significantly faster in 5 cases, marginally in 1. These types
of input where touch was faster had in common that they did not require many
touch events (like typing or tapping a spinner).

If the choice of a modality is left up to the user, it is with the exception of
task 11 better than the worst performing modality. Using speech is significantly
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Table 3: Mean duration (in seconds) of each task based on modality. A standard
deviation is in the brackets, best performing modality is in bold and * marks
significant difference from the next best performing modality (p < 0.05).

[ task [ 1 [2[3]4[5[]6 [7[8[9]10]11]12]

7.219.8|83[12.2| 89 |10.07| 7.6 |8.45| 8.6 |13.3| 7.8 |13.0
(3.4)|(3.3)[(2.7)(3.2)|(3.0)| (2.9) |(0.8)[(0.4){(0.8){(7.4)|(0.3)|(5.4)
3.0|84 |4.07|16.0|7.2*| 13.3 |6.1"|4.77|10.6|13.8|5.1"|18.5
(0.7)](4.1)[(1.1)|(3.9)|(4.8)| (8.6) [(1.9)[(1.8)((3.6)|(7-4)|(1.6)|(5.9)
33|64 73(11.5/83|11.0| 72| 78|92 |12.7| 8.6 |14.9
(1.1)](1.3)[(1.0)|(2.0)|(1.2)| (2.6) [(0.9)[(1.0)|(2.5)|(4.6)|(2.8)|(6.4)

voice

touch

user’s choice

faster only in 1 task (filling a date into a text field), marginally in 2 tasks. The
worse performance can be partly due to the lag of an ASR system that has to
process the input and partly because the participants occasionally had to repeat
the input several times because of the errors the ASR makes, as we will show
later.

We can again compare the tasks with elements of the same type that contain
less information versus the ones with more information (e.g. the short list in
task 7 versus long list in task 9). The tasks with less information are completed
faster if using touch. Using speech these differences are less pronounced.

4.3 Comparing modality choices and error rates

During the last session, the user had a free will at choosing a modality. In this
section, we will analyse which modality the subject preferred for which task. The
detailed results are in table 4.

We can clearly see that using speech as the input method was preferred in
most of the tasks, with the first task being the only exception. Interestingly this
theoretically very simple task of choosing a colour resulted in the highest error
rate in both modalities. In contrast to this, the similar 5% task (choosing an
image) had the lowest error rate. Reasons for this phenomenon could not be
found. From the data, it is clear that touch input, although less prone to errors,
is not preferred by the users and they are willing to try and repeat the input

Table 4: Which modalities did the subject choose and what error rate the
modality caused.
| task [1[2]3[4[5]6[7][8]9]10]11]12]
voice input [%)] 25195 | 70 | 95 [100|100|65| 55 | 95 | 85 | 75 | 90
touch input|[%] |5 (130 0]0] 0 [35]45| 0 (15120 5
input timed out [%]| 0 | 0 | O | 5 [0 [ O |O| O | 5|0 |5 |5
voice error rate [%]|64.3{13.6{12.517.4/4.8(20.0|7.1|21.4/|26.9|43.3|28.6|55.0
touch error rate [%](16.7/ 0 | 0 | 0O [0 | O |[0O] O[O ] 0| O0]|O
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several times using speech. This knowledge is important for a dialogue strategy
where we expect the recovery from recognition errors to be difficult. Forcing the
use of a touch interface instead of speech in these situations will result in lower
error rates.

Table 5: Error rates when the user was forced to use one of the modalities.
| task [1 [ 23] 4[5 ]6 [7][8]9[10]11]12]
voice error rate [%] [25.93]40.00/20.83(25.00(|16.67| 9.09 |4.76 4.76|40.00(4.76|35.48
touch error rate [%]| 0 [9.52[4.76 |14.29| 0 |16.67|9.09 0 (17.39] 0 [10.53
voice timed out [%]| 0 | 10 | 5 | 10 | O 0|0 0| 5 |00
touch timed out [%]| 0 5 0 70 0 25 0 10 5 0 15

o|lo|o|o

Our last analysed metric was an error rate of the forced modalities. The
detailed results are included in table 5. The results of the voice input were
expected to contain errors in the conditions of the test. The 4'" task (typing
a date) involved a lot of interaction with a virtual keyboard and most of the
users were unable to finish the task in time. From the perspective of a dialogue
strategy, this data can provide a valuable insight into an expected error rate of a
touch interface. Whenever the user is forced to use a keyboard we should expect
increased error rates or longer response times. Choosing from a grid of images
or buttons should be preferred.

5 Conclusion

The acquired data and the presented analysis allow us to create a strategy for a
dialogue manager that either forces the user to use a certain modality or gives
the user a free choice of the modality. Such strategy can be based on several
factors that can be used to infer the expected impact on the primary task.
For our purposes, this impact was measured as a mean offset from a reference
drive without any secondary task, an error rate on the secondary task and as a
time needed to accomplish a task. The factors that the manager may take into
account are the types of the input (e.g. a choice from a list, a date), the amount
of presented data (e.g. choice from two versus twenty images), the requirements
on an expected error rate or a limit on the expected duration of the input.
The strategy does not have to be based solely on the results of this study. For
example, it can be further improved on the fly based on the interaction with the
user. If a simple strategy is required, the best overall performance was achieved
when the user had a choice of a modality.

In the upcoming future, a dialogue manager that uses the data from the
experiment as the basis of its strategy will be created and evaluated. This will
also allow us to analyse whether the knowledge acquired using driving as a
primary task is transferable to other primary tasks (e.g. operating a robotic
hand).
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