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Abstract. Continuous processing of input in incremental dialogue sys-
tems might result in the need of interrupting a user’s utterance when
clarification or rapport is needed. Being able to predict the right time
when to interrupt the utterance can be another step to a more human-
like dialogue. On the other hand, annotation of corpora with different
types of possible interruptions requires additional human resources. In
this paper, we discuss how to process a corpus that does not have inter-
ruptions specifically annotated. We also present initial experiments on
two corpora and show that it is possible to model the desired behaviour
from these corpora.
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1 Introduction

Incremental dialogue systems are an important evolution of human-machine in-
teraction [1]. While typical dialogue systems process user’s input as a sequence
of utterances that are separated by a silence of certain duration, the incremen-
tal systems have the ability to process shorter segments [2]. This can improve
the user’s experience and it can result in a behaviour that is closer to human
conversation.

As a toy example and a motivation for this work, we can imagine a spoken
dialogue system that has to take a phone number as an input from the user [3].
Let’s assume that due to errors in automatic speech recognition (ASR), a noisy
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environment or other sources of errors, the system recognizes a different number
than what the user has said.

In a non-incremental dialogue system, the user has to wait for the end of the
system’s utterance. Let’s say that the system reads the number back to the user
and now she wants to correct the incorrectly recognized number. Depending on
the design of a dialogue manager, the user may be able to correct only a part of
the number (e.g. ”The second digit was nine.”) or in the worst case try to say
the whole number again.

On the other hand, the incremental system should allow the user to barge in
at any time during its turn. The system should remember what has been already
said and change only the part of the number that the user is referring to (e.g.
the user, after a second digit is read back, says ”No, that was nine.”).

In an incremental dialogue system, we can also easily imagine the following
situation: the user dictates his number, the confidence score from the ASR for
the last digit goes below a certain threshold and the system wants to ask the
user to repeat that number. In this situation, it is the system that should plan
whether and when to interrupt the user in order to get the number right. For
example, the system could ask to clarify the second digit of a phone number
when the user hesitates after first three digits (e.g. ”Was that three one one?”,
the user could respond ”No, three nine one”). Interrupting the user can be useful
and it can also be another challenging part of the incremental dialogue systems
research.

One could argue that being interrupted by a machine may be annoying,
rude or hostile. The authors of [4] show that interruptions (from a linguistic
and psychological point of view during human conversations) do not necessarily
need to have a negative connotation (deemed as competitive). They can also
be used to request clarification, convey rapport or help the other party finish
their utterance. These can be classified as collaborative interruptions. A user can
interrupt a dialogue system both in the competitive and collaborative fashion.
It’s up to a dialogue manager’s strategy whether its interruptions will stay only
collaborative. The definition of such strategy that would not be perceived as
competitive is beyond the scope of this paper, as our method will only provide
information whether it is the right time to interrupt.

As our research focuses mainly on unimodal spoken dialogue with a single
user, we leveraged the availability of large corpora of speech data. We then
processed them in a way that allowed us to obtain the training data for super-
vised learning methods using deep neural networks. Our addition to the existing
research is also the description of the corpora preparation. The results of our
experiments look promising, we can show that even though the used corpora
were not created specifically for the task, it is possible to leverage the available
data and predict the interruptions based on a short history of an audio signal.
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Fig. 1. Example of possible interruption types. The interruption (1) results in an in-
ternal overlap (INT), because utterance 2 ends before utterance 1. (2) marks beginning
of an overlap that results into switching of speakers (OSW) and (3) marks the time of
a clean switch without any overlap (CSW).

2 Related work

Although research that explores interruptions and turn-taking cues already ex-
ists, it was done either on a different kind of dialogue or with different intentions
than our research (using corpora without explicit annotation of interruptions).
For example, turn-taking phenomena were examined in multi-user multimodal
systems [5], while our research focuses specifically on a spoken dialogue between
two participants. An incremental dialogue system with interruptions presented
in [6] focused on the dialogue as a whole and not so much on the mid-utterance
interruptions. In [7] a simulated system with interruptions was also evaluated as
a whole.

Many researchers also focus on an end-of-turn detection [8–10]. Their meth-
ods would allow the dialogue manager to know when the user stopped her
thought (e.g. whether a pause in a speech meant an end of a sentence or a
hesitation). This would, of course, be a meaningful time for the system to take
the ground and start speaking. On the other hand, it may be possible to inter-
rupt the user earlier and our approach should provide this information. In their
work, we can also see the prominence of processing either raw audio signals or
low-level features and the use of deep learning methods, which we also chose to
adapt.

For a theory of interruptions and statistical corpus analysis, we’d like to
mention [11] as a related work. Unfortunately, their interruption taxonomy was
created with more detailed annotations in mind and their granularity could not
be reached in our datasets, where we were missing such annotations. We had to
resort to a simpler description of interruptions.

3 Choice of corpora

We have reviewed several speech corpora that we have obtained in the course of
several years of ASR development and analyzed their suitability for our current
task. Our main requirement was to have a separate channel for each speaker
so we can clearly distinguish which speaker is speaking. Additional information
about overlapping segments of speech will also allow us to distinguish several
interruption types. These requirements resulted in experiments on two corpora:
USC-SFI MALACH [12] and BH [13].
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The BH corpus (Bezplatné hovory, standing for ”free calls” in Czech) contains
recordings of spontaneous telephone conversations between pairs of speakers in
the Czech language. Each speaker was recorded on a separate channel. In contrast
with similar datasets, there were no restrictions on the topics of the calls. The
only restriction was the length of the call (10 minutes maximum). A large portion
of the dataset has human-created transcriptions of speech, the annotations are
time-aligned and assigned to the respective channels. This makes the data ideal
for our task, as these conversations were rich in interruptions and overlapping
speech. Although neither the interruptions nor the overlaps were specifically an-
notated, the ground-truth data could be automatically derived from the aligned
transcription. The mixture of different topics and speakers could also help us
create a more general model of interruptions.

The MALACH corpus contains interviews with holocaust survivors in Czech.
The recordings have two channels - one for the interviewer and the other for
the interviewee. Several hours of speech from the recordings were transcribed by
human annotators. Timestamps of a start and of an end of overlapping segments
were available.

We’ve also made an effort to find other corpora that were not only meet-
ing our criteria, but that were freely available to other researchers. The closest
match to our requirements was the CALLFriend corpus [14]. This corpus has
timestamps of overlaps, but channel-to-speaker assignment is missing.

The approach for the automatic assignment that was used on MALACH
archive could not be used here, because one channel could have more than one
speaker assigned, breaking the already fragile automation. Therefore, our ap-
proach has not been tested on this corpora, but future work could allow us to
test and compare our efforts with others on this dataset in the future.

4 Interruptions from overlaps

For the purpose of our studies, we derive interruption from overlapping speech
segments. We defined three types of overlaps: internal overlap, overlap resulting
in a new turn and a clean switch of turns, as illustrated in figure 1.

If speaker B starts speaking during speaker A’s utterance, but speaker A
continues her turn even after the end of the overlapping part, we mark the
overlapping event as internal (INT). It is possible that some of the INT overlaps
may be just a backchannel (e.g. ”ehm”), but the annotated data did not have
a consistent format for these events, so we consider them as interruptions. We
can reason that even the dialogue system might want to provide a backchannel
in its response and this would allow it to know when to do that.

If speaker A ends her utterance during the overlapping segment, we call that
event an overlap resulting in a switch of turns (OSW). The last type of event is
a clean switch (CSW) when there is no overlap and the other speaker starts the
turn.

Only the OSW and INT events will be considered as interruptions. Even
though these events may have a different meaning in a conversation [11], we



Learning to interrupt the user at the right time 5

Table 1. Statistics of the datasets. For MALACH, the information on who continues
the utterance was missing, so OSW and INT events could not be distinguished.

• MALACH BH

# of speakers 94 8150

# of overlaps (train/test) 665/312 91123/4658

# of OSW overlaps - 56750/2910

# of INT overlaps - 34373/1748

have decided we will also evaluate the system without differentiating between
the INT and OCW events. We will refer to these simply as overlap (OVR)
events. This had to be done because the MALACH corpus does not provide
enough information to distinguish the type of an overlap.

From the point of a dialogue manager, we think that the OSW event may be
more useful to the system than the INT. When the system decides it would like
to interrupt the user, it would be more reasonable to use the moment when the
user is more likely to end his turn after the interruption (the OSW type). As for
the usefulness of INT, we can consider it as a good moment for a backchannel
information.

5 Corpora preparation

The time-aligned annotations of each channel in the BH corpus allow us to clearly
detect any overlap of the speakers. We simply take the time of the beginning of
one speaker’s utterance and check whether it started during the other speaker’s
utterance. If it did start, we mark it as the beginning of an overlap. When either
of the speakers stops speaking, we mark that time as the end of an overlap.

Although the MALACH had overlap annotations for each channel, they were
assigned to a recording and not to its channels. This meant that we had to au-
tomatically assign who was responsible for the overlap (which channel initiated
the interruption). Furthermore, complete textual transcriptions were not avail-
able, only an output of phoneme recognizer that did not prove to be useful for
this task. The assignment of an overlap to a speaker has been done for each
overlap automatically based on average energy levels before the beginning of an
overlap. The channel with lower average energy was marked as the initiator of
the overlap. We’ve tried to use the sequences of phonemes for the decision, but
from the nature of the recording set-up, one speaker could often be heard on
both channels and that introduced errors into the automatic assignment.

The statistics of the datasets created from the corpora are in table 1.

6 Experiment setup

In previous sections, we have shown how we infer the time of interruption from
overlaps of different types. Now we can use speech data preceding these times-
tamps to predict whether it is the right time to interrupt the user.
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We have focused our attention on the speech signal itself, as this offers us the
chance to process the interruption detection in parallel with automatic speech
recognition and it is also a common practice as mentioned in the related work.
We always take t seconds of audio preceding each moment of interruption (for
both the positive and the negative example) and extract several features that
are described in the following paragraphs.

For a feature set that we will call MFCC, we have extracted 12 Mel-Frequency
cepstral coefficients from the t seconds of an audio signal with a window length
of 50 ms and also the frame’s energy.

We have also extracted features using openSMILE and their Interspeech 2009
Emotion Challenge (IS09) feature set [15]. This contains not only the 12 Mel-
Frequency cepstral coefficients but also root-mean-square signal frame energy,
a frame-based zero-crossing rate of a time signal, a voicing probability from
autocorrelation function and a fundamental frequency from the cepstrum. For
these low-level descriptors, their moving averages with a window length of 3 were
appended as well as first-order delta coefficients of the smoothed descriptors.

Although we had plenty of positive examples of interruptions, obtaining neg-
ative examples was a challenge, as these were not annotated.

It is clear that we can’t mark everything that wasn’t a positive example as a
negative example. There could have been many opportunities when the speaker
could have been interrupted, but the other party simply chose not to interrupt
or did not have a reason to interrupt the speaker. The best way would be to let
human annotators mark such examples, but that would defeat the purpose of
using the already available datasets without any additional manual work.

To work around this issue, we have made an assumption that the current
speaker was purposefully not interrupted during the t seconds preceding the
actual interruption, making this our negative example. To reduce the space for
the parameter search, we have also used t as the length of the audio segment
preceding the interruption, from which the features were extracted. This means
that when we see an interruption at time tp, we generate features from time
tp− t to tp and mark them as our positive example and the features from tp−2t
to tp − t form the negative example.

Another assumption we’ve made was about the exact moment of an interrup-
tion. To compensate for possible annotation error in the range of milliseconds,
we have added an offset parameter m. We augmented our data by offsetting the

Table 2. Results for both feature sets.

IS09 MFCC

Corpus Type accuracy precision recall f-measure accuracy precision recall f-measure

BH

OVR 0.654 0.748 0.464 0.573 0.645 0.611 0.795 0.691
OSW 0.693 0.737 0.601 0.662 0.692 0.697 0.682 0.689
INT 0.639 0.633 0.662 0.647 0.629 0.625 0.649 0.636

MALACH OVR 0.614 0.628 0.561 0.593 0.587 0.602 0.511 0.553
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actual moment of interruption by 1 to m samples and the same principle has
been used for the negative examples to keep the classes balanced.

We have conducted initial experiments on the development part of the BH
dataset (2656 samples) using several ML methods, including support vector ma-
chines, decision trees, and neural networks. We have decided to use deep neu-
ral networks for their performance. Specifically, deep residual learning network
(ResNet-152, [16]) was used, because it was shown to be performing well not
only on image classification tasks but also in automatic speech recognition [17].

The input was normalized, the output was a softmax layer with 2 neurons. We
have used categorical cross-entropy as a loss function and Adam as an optimizer.
We have used a grid search to find parameters t and m using a development part
of the BH dataset.

7 Results

The best performing setup used history of t = 0.7 seconds. The training data
were augmented with an offset of up to m = 3 frames and the negative examples
were generated 0.7 seconds before the actual interruption. The accuracy achieved
on this setup and other monitored metrics can be seen in the table 2. Although
this performance might not be suitable for production systems, it is significantly
better than chance (binomial test, p < 0.005).

Moreover, we’ve reasoned in previous sections that we perceive the task of
predicting OSW interruption as more valuable to the system. This type was the
best performing in terms of accuracy and f-measure. It may be reasonable to
pursue only this type of interruptions in further research.

Detecting only the general OVR type of interruption proved to be less useful
than anticipated. This means that using datasets similar to MALACH (where
we weren’t able to automatically distinguish between the more specific OSW
and INT interruptions) may not be possible without additional manual work.

The IS09 feature set did not achieve significantly better results (in accuracy).
This means that we can use computationally much less expensive MFCC features
without risking significantly worse performance.

8 Conclusion

We can conclude that it is possible to predict the right time to interrupt the user
even when the source of the data was not intended for this task and segments
where speakers overlap were used instead of specific interruption annotations.

The results of initial experiments indicate that making an effort to differen-
tiate between the OSW and INT types of overlaps might result in an improved
performance. This differentiation could also be used by different strategies in a
dialogue management.

One of the directions of future research to improve the performance is the
incorporation of features from an output of a phonetic recognizer or a spoken
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language understanding system. Another direction is to train the classifier on
one dataset and test it on a different one to see how well can be the interruption
prediction generalized.

In a more distant future, analysis of more possible metrics and most impor-
tantly their relation to a factual improvement of the dialogue from the user’s
perspective may be needed.
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